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**Predicting Soil Microbial Diversity Based on**

**Soil Properties by AI Approach**

1. **Project Overview**

In the Yellow River Basin area of China, perennial water and soil erosion have led to dramatic changes in the microbial community in this region, and the microbes inhabited in the soil are considered the most abundant and active organisms on the land surface. Prior to our project, soil samples were collected from different sections, and the microbes in each soil sample were characterized by 16s rRNA (for bacteria) and ITS (for fungus) high-throughput sequencing. Based on their data, we managed to figure out the interrelationship between soil properties and microbiomes by some statistical approaches. Furthermore, we constructed an artificial neural network for prediction, in order to better validate this interrelationship.

1. **Project Background**

Globally, soil microbes are the drivers of key biogeochemical cycles involving carbon, nitrogen, phosphorus, iron etc. (Tecon et al. 2017). They are interrelated and constitute the soil microbial community orderly as a whole.

Because different regions or even different parts of the same region can have different physiochemical properties, it can be concluded that geographical differences may lead to different microbial populations. Our limited knowledge of biodiversity and its association with specific physiochemical properties has motivated several soil metagenomics initiatives in the past, the Earth Microbiome Project during 2010-2014 (Gilbert et al. [2014](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5812502/#bib95)) and in 2014 the Brazilian and Chinese Microbiome Projects. Further researches introduced certain tools like network analysis (Banerjee et al. [201](https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5812502/#bib184)8), structural equation model (Chen et al. 2013), time series analysis (Karoline et al. 2015) etc., which enabled us to understand the mechanism of this link through traditional statistical approaches. Since the field of microbes have long faced the problem of transferring the achievements from lab-​scale studies to the clinic, field or natural environment (Knight et al. 2018 Márcio et al. 2020), increased need of methods updated with AI development should be taken into consideration. We noticed that there have been researches who focused on the possible applications of machine learning on microbes (Yazdani et al. 2016, Subramanian et.al 2014, Knights et al. 2011), while neural network, a powerful tool in prediction, has not yet arisen much attention in the same field. Only a few researches using neural network to predict microbial communities in acid mine drainage (Kuang et al. 2016) or evaluating benefit of conservation tillage (Hao et al. 2021), but they showed little interest in predicting soil microbial community in erosion area. In this project, we aim to apply AI-based approaches like neural network and hope to gain insight on how neural network performs in this field.

This study was conducted at the Changwu State Key Agro-Ecological Experimental Station in Changwu, Shaanxi, China. The soil was collected from loess deposits and was described as a loam (Cumulic Haplustoll; USDA Soil Taxonomy System) with a clay content of 22% (Wang et al. 2021). Soil samples were randomly collected from the gully head, upstream, midstream, downstream and dam area respectively in Wangdonggou. In total, 25 samples (5 samples from each of the 5 sampling sites) were collected. For each soil sample, six soil cores were randomly collected using a soil auger (d = 3 cm) and then combined into a mixed sample. The samples were placed in a portable refrigerator for transportation to the laboratory. Then, the subsamples were: (1) stored at - 80 ◦C for analyzing the bacteria and fungi composition, and (2) air dried for determining the SOC, TN, Olsen-P.

1. **Division of roles & responsibilities**

**Yixin Guo**

1. Introduced the background and goal of the project, and guaranteed the availability and reliability of the dataset (used for published articles).

2. Read related articles in this area and conjectured the general structure of the project. Discussed about which methods to use and why, suggested where to find useful information about the methods. Made sure that all teammates are aware of their duty.

3. Assigned tasks according to the talent and interest of team members, and organized group meetings regularly.

4. Had discussions with Yufeng Wen in the construction and preparation of neural network.

5. Had discussions with Ruihan Hou about related articles about network analysis. Completed the plotting of network graphs and CCA analysis.

**Yufeng Wen**

1. Read the original article on which our project is based and assisted to introduce the background and techniques used in our project.

2. Learned the basics and general process of neural network construction from many literatures, and learned more detailed information through online tutorials, blog, videos, and through consulting my seniors. Eventually, completed the NN construction of our project.

3. Considered the application of our project and evaluated the results of our project.

4. Revised our PPT and other Word submissions (i.g. Project Proposal & Project Report). Checked the linguistic and logic coherence of our presentations.

5. Tried my best to offer support and assistance technically and spiritually to other team members throughout the project.

**Haohong Qiu**

1. Made Gantt charts, flow charts and completed project Plog and other project tasks according to the team schedule.

2. Contributed to the visualization of the pre-processed data, including the PCoA and UPGMA tree analyses.

3. Learned how to do PCoA and UPGMA tree analysis.

**Peng Bohao**

1. Read the articles about microbial abundance and Alpha diversity. Selected the indices that were necessary to our project.

2. Used GraphPad Prism to visualize the microbial species abundance and microbial alpha diversity.

3. Used SPSS 20.0 for differential analysis of microbial alpha diversity data.

4. Had discussions with team members and completed further analysis of data.

**Hou Ruihan**

1. Read literature about soil microbes. Tried to find a way to show the inherent mechanism of the relationship between the soil properties and the microbes.

2. Learned to perform the Network Analysis (NA).

3. Used R language to do some basic data processing and visualizing.

4. Collaborated with the team and analyzed the visualization results.

1. **Challenges & Solutions**

**1. Describe the diversity of microbiomes**

Alpha diversity refers to the diversity within a particular region or ecosystem and is a composite indicator of richness and evenness. Alpha diversity mainly depends on two factors: species richness and diversity. And we chose Shannon and Simpson to evaluate the microbial diversity in our project. These two indices are proven to reflect species diversity and are often used by researchers to reflect species diversity in studies. Shannon: the richness and evenness of the community were both considered. The higher Shannon index is, the higher community diversity is. Simpson: one of the microbial diversity indices used to estimate samples. It was proposed by Edward Hugh Simpson (1949) and is used in ecology to quantify the biodiversity of certain area. The larger the Simpson index is, the lower community diversity is.

In our data analysis, Shannon index indicated good species diversity, while Simpson index showed poor species diversity. Through literature review, we found that this was because the relative abundance of dominant species in the sample was too high, which led to the increased probability of extraction of dominant species in the calculation of Simpson index.

In beta diversity, PCoA and UPGMA trees are both based on the Bray-Curtis distance to show the relationship between microbial distribution and the environment. In the original dataset, if we didn’t reduce the data dimension, it would be difficult to understand the intrinsic relationship hidden in the data. PCoA and UPGMA tree can both reveal the ecological relationship, and PCoA can be used to further show the clustering among each sample, reflecting a certain ecological gradient.

**2. Reveal the inherent mechanism of changes in microbes**

According to Fath et al., we know that Network Analysis (NA) is a relatively traditional and conventional method to reveal the inherent mechanism of the relation between soil properties and soil microbes. Its applications in ecology field are called Ecological network analysis (ENA), which is a systems-oriented methodology to analyze within system interactions used to identify holistic properties that are otherwise not evident from the direct observations. So, we want to apply this method to our data. We use R to process the data and visual the network. From the figures we know the bigger the node is, the more interaction it has with other microbes. So, we can easily tell the biggest node which is called keystone taxa. We can also easily know the correlations from the clarity of the links, which is called community structure. Besides from network analysis, we will further use CCA to reveal the mechanism of how related properties influence microbial community.

**3. Construct the artificial neural network**

Due to our major barrier, the construction of our artificial neural network (ANN) had to begin from the basics, thus posing a lot of challenges to us. To tackle this problem, we turned to online tutorials[[1]](#footnote-1) , and videos[[2]](#footnote-2) for help and consequently had a better understanding of ANN construction by PyTorch.

We decided to use Python for our ANN construction, since it was said to be a pervasive high-level programming language (Rahman et al. 2021), and can support a wide range of frameworks (Johansson et al. 2012). And we initially chose PyTorch as our framework, due to its powerful calculation ability described in the work of Waqed et al. Moreover, because of the simplicity and dearth of our data, we decided to construct a simple ANN model with only one hidden layer. Then, with the sketch of our ANN well-depicted, we moved on to further implement this prediction model. During this process, we’ve firstly been troubled by the selection of activation function. In online videos by Morvan\_Zhou[[3]](#footnote-3), it was said that for the simplest model with only one hidden layer, nearly all activation functions (i.g. ReLu, Sigmoid, Tanh, etc.) could be applied to fit in. But later, by discussing with our senior Dr. Zhengwei Tao, we finally decided to use Sigmoid as the activation function of our ANN model since our output (microbial relative abundance) is ranging between 0 and 1, which is precisely in accordance to the output range of Sigmoid function. Other challenges we’ve met in constructing ANN models were relatively easier and were all solved by us using similar methods as described above.

1. **Contributions & Limitations**

**A) Contribution**

1. Many research before focus on getting to know statistical correlation between physiochemical properties and soil microbial community and conclude what may be the main factor influencing the latter. Besides concluding the crucial factor, our research seeks for predicting relative abundance of keystone taxa in microbial community in Wangdonggou.

2. Two approaches, including the traditional statistical approach and the novel ANN approach, were both implemented in our project to analyze the interrelationship between soil and soil microbes. The mean square error of our ANN model showed that it had performed well in predicting soil microbes given certain soil properties.

**B) Limitation**

1. Because of the compositional nature, we cannot change the proportion of one bacterial species without changing that of at least one other because the proportions must sum to 1. That property renders many standard multivariate statistical methods inappropriate or inapplicable. For example, with only direct calculation of Pearson’s correlation between two components of compositional data can lead to spurious correlations.

2. In addition, bias can arise from the cumulative effect of both systematic and random errors throughout the whole process, including DNA extraction, sampling, amplicon, sequencing, and bioinformatics. Moreover, each step of a metagenomics workflow (DNA extraction, PCR, and sequencing) adds an error that seems to be taxa-specific. Friedman and Alm (2012) observed that when the population contains dominant taxa, the problem of spurious associations is very severe.

3. Since this high-throughput sequencing technology is still not that cheap, our dataset remains relatively small in sample size. In this project, we do not broaden our research dataset due to the time limitation, thus, the application of neural network may not be that appropriate.
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**FAQ**

**What are the format requirements for the Project Report?**

The format for a project report varies between different disciplines, but all good reports must be both informative and persuasive. Please follow the following general format requirements:

* + Word Count: 2,500 (Max); 2000 (Min)
  + Font Size: 15 (Max); 9 (Min)
  + Line Spacing: 2 (Max); 0.8 (Min)
  + Citation Format: Harvard Citing and Referencing Style ([click here](http://www.imperial.ac.uk/admin-services/library/learning-support/reference-management/harvard-style/)for more information)

**Statement on Plagiarism**

Make sure that you acknowledge the authors of ALL publications you use to write your report. Failure to do so will be considered as plagiarism. Do not copy word for word what an author has said. You may think that the original author has presented the information using the best possible words in the best format. However, it is best to analyse the information presented and re-write it in your own words. If you absolutely have to quote an author ad verbatim, then make sure that you use quotation marks and italics to indicate it.
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